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IoT-to-Cloud basic architecture
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Fog-based architecture
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Data stream processing in Fog computing environments
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▪ Stream processing engines

▪ Stream processing applications



Fog-based architecture
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Fog computing layer

Streams of data



An overview on our work
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▪ Gesscale (GEo-distributed Stream autoSCALEr)
• an auto-scaler for stream processing applications in geo-distributed environments
• Objective: to maintain a sufficient throughput (considering incoming workload) while 

using no more or less resources than necessary.

▪ Gesscale continuously monitors 
the workload and performance 
of the running system and 
dynamically adds or removes 
replicas to/from individual 
stream processing operators.



Required testbed
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Designed testbed
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RassperyPI-based infrastructure

▪ Cluster of 10 * RPI4
• Powerful enough as a 

testbed.
• Sclable (horizontal & 

vertical)

▪ Ansible bootstrap.yml:
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Using Ansible to install Docker & Kubernetes Ansible_Docker_K8s.yml:
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Flink on K8s architecture
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Deploying Flink on Kubernetes

Dockerfile:
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➢ There is no manifest (no native support) for 
ARMv7 architecture in Flink docker-hub 

Flink-configuration-configmap.yaml:



Deploying Flink on Kubernetes
Jobmanager_deployment.yaml:
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Taskmanager_deployment.yaml:

Jobmanager-service.yaml: Jobmanager-rest-service.yaml:



Deploying Prometheus and Grafana on Kubernetes
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Prometheus_cluster_role.yaml: Grafana_datasource_config.yaml:



Deploying Minio on Kubernetes
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Minio_PVC.yaml:

Minio_PV.yaml: Minio_deplyment.yaml:



▪ Dataset: New York taxi rides

▪ Workload: Stream of rides’ start events

▪ Application: Finding the closest famous 
place to the starting point of each ride.

▪ Algorithm:

• Get the selected fields:
• <RideID, StartTime, Lat., Lon.>

• Calculate the distances.
• Compare the distances.
• Create the output Tuple:

• ( RideID, StartTime, ClosestPlace, Distance)

Workload & application
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Gesscale communications 
with the  testbed
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▪ Monitoring input rate, 
throughput, level of back 
pressure of operators

▪ Providing the updated list of 
resources to Flink

▪ Dynamically adding or 
removing replicas of 
operators

▪ Triggering Flink to make a 
change in its execution 
model



Remaining issues and challenges

▪ Completing and then integrating Ansible files to automate all 
installations and configurations

▪ Using MinIO for savepointing of Flink reconfiguration

▪ Changing network latencies based on experiments’ scenarios

▪ Remaining Gesscale communications with the testbed 
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