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The Computing Continuum
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Complex Application Workflows

Continuous dataflow from IoT Edge devices to the HPC/Cloud

Edge Intelligence & 
Pre-Processing

Short-term
Stream Analytics

Long-term
Big Data Analytics

Research Challenges 
& Opportunities

CLOUD

FOG

EDGE

distributed

centralized

highly 
distributed

Understanding Performance of 
Application Workflows on the 

Edge-to-Cloud Continuum

Optimizing Performance of
Edge-to-Cloud Application Workflows

Supporting Reproducible Analysis of
Complex Edge-to-Cloud Workflows



Research Challenge 1: Understanding Performance
Evaluation & Validation Simple testbed setupsTechnical ChallengesResearch Challenges 

& Opportunities

Representative setup to 
understand performance

Repeatable, Replicable & 
Reproducible experiments

source: https://www.nature.com/news/1.19970

“+70% failed to reproduce 
another scientist's experiments”

“+50% failed to reproduce their 
own experiments”

Install & configure services

Configure network

Map application parts with 
underlying infrastructure

Define the execution 
workflow

Establish procedures for 
reproducibility

Scalability issues

Many abstractions

Hard to reproduce

Which system parameters and
infrastructure configurations

impact performance and how?

How to systematically perform 
large-scale experiments to enable 
the reproducibility of the results?
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https://www.nature.com/news/1.19970


What Would Be an Ideal Solution?
Evaluation & Validation Large-scale testbed setupsTechnical ChallengesResearch Challenges 

& Opportunities

Representative setup to 
understand performance

Repeatable, Replicable & 
Reproducible experiments

source: https://www.nature.com/news/1.19970

“+70% failed to reproduce 
another scientist's experiments”

“+50% failed to reproduce their 
own experiments”

Install & configure services

Configure network

Map application parts with 
underlying infrastructure

Define the execution 
workflow

Establish procedures for 
reproducibility

Easy to scale

Representative setup

Supports reproducible 
experimentsAbstract 

complexities

Focus on
high-level aspects
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Which system parameters and
infrastructure configurations

impact performance and how?

How to systematically perform 
large-scale experiments to enable 
the reproducibility of the results?

https://www.nature.com/news/1.19970


What is E2Clab?
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Repeatability, Replicability & 
Reproducibility

Reproducible Experiments

Application parts & physical testbed

Mapping

Experiment variation and 
transparent scaling

Variation & Scaling

Edge-to-Cloud communication constraints

Network Emulation

Deployment, Execution & Monitoring

Experiment Management

Methodology

IEEE Cluster 2020
 https://hal.archives-ouvertes.fr/hal-02916032  

https://hal.archives-ouvertes.fr/hal-02916032


What is E2Clab?
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E2Clab

EnOSlib

lyr_svc_conf network_conf workflow_conf

LYR & SVC
Manager

Network
Manager

Workflow
Manager

Experiment Manager

Define Experimental Environment

Real-life Application Workflows

Testbed Environments



Defining the experimental environment: Layers and Services
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Selecting, reserving, monitoring, and configuring resources 



Big Data 
frameworks

AI
frameworks

Userʼs 
applications

among others!!!
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Defining the experimental environment: User-defined Service

Reusable 
services

“Our methodology can be generalized to other applications!”



Defining the experimental environment: Network

9

Defining network constraints 



Defining the experimental environment: Workflow
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Defining the execution flow and relationships
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Experimental cycle in E2Clab

lyr_svc_conf network_conf workflow_conf

Define Experimental Environment
/path/to/scenario/

Artifacts
/path/to/artifacts/

 

Results
/path/to/scenario/

20201120-124752/      20201120-155233/      20201120-165741/

e2clab deploy --repeat 2 --duration 3600 /path/to/scenario/ /path/to/artifacts/ 

experiment-results/                              network-validate/                  influxdb-data.tar.gz               
layers_services-validate.yaml        workflow-validate.out

Reproducible 
Research



Research Challenge 2: Optimizing Performance
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Metrics
energy, cost, resource usage & latency
Objective
minimize processing time
Constraints
energy consumption limits & 
equipment cost < budget
Variables
config. params. of Edge, Fog, and Cloud 
systems

How to configure the system 
components to minimize the 

processing latency?

Metrics
costs, latency, & resource usage
Objectives
minimize communication costs & 
minimize end-to-end latency  
Constraints
budget & hardware resource limits
Variables
Edge-to-Cloud network communication 
links (bandwidth and delay) &  number of 
Fog nodes per Edge device

Where should application parts be 
executed to minimize communication

costs and end-to-end latency?

CLOUD

FOG

EDGE

distributed

centralized

highly 
distributed



Problem Statement
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Heterogeneous constraints 
computing resources;

network communication;
application requirements;

Search space complexity
myriad of combination of 

possibilities;
multi-objective problems;

NP-hard complex;

Selecting the most accurate 
optimization technique

multiple methods that perform 
differently;

hyperparameter search;

The performance optimization of application workflows 
on highly heterogeneous resources is challenging!



Summary of Computations

(1) Workflow 
Deployment

(3) Workflow
Modeling & 

Optimization

(4) Workflow
Reconfiguration

(2) Workflow
Execution

Define Optimization Problem
Ph

as
e 

I
Ph

as
e 

II
Ph

as
e 

III

Parallel + Scalable + Reproducible 
application optimization on large scale testbeds

Our Optimization Methodology

Optimization 
Manager

large scale testbed
Cluster 1

async m
odel 

tra
ining ...

...

Cluster 3 Cluster N

Cluster 2

14Reproducible Research

reproducible 

evaluatio
ns

IEEE Cluster 2021
 https://hal.archives-ouvertes.fr/hal-03310540 

https://hal.archives-ouvertes.fr/hal-03310540


E2Clab

EnOSlib

lyr_svc_conf network_conf workflow_conf

LYR & SVC
Manager

Network
Manager

Workflow
Manager

Experiment Manager

Define Experimental Environment

Real-life Application Workflows

Testbed Environments

optimizer_conf

Optimization
Manager

Implementation in E2Clab How to setup an optimization?
User-defined optimization

Supports state-of 
-the-art Bayesian 
Optimization 
libraries

Scikit 
Optimize

among others!!!
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 25.000

Jan-2020Jan-2019Jan-2018

All Versions
Android 10
Android 9
Android 8.0
Android 7.0

Cloud

Edge

+10M users
~400K images/day

+180 countries
+30K species

Pl@ntNet has an exponential grow of new users 
acquisition every spring (peaks in May-June)
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Validation with a Large-scale Real-life Application: Pl@ntNet
number of species

Understanding and Optimizing the Performance of Pl@ntNet



“Over 3-4 seconds more than 60% of users 

abandon the transaction and may even 

delete the application”

Thread pool baseline
(# threads) Description Hardware

HTTP 40 # simultaneous requests 
being processed. CPU

Download 40 # simultaneous images being 
downloaded. CPU

Extract 7 # simultaneous inferences in 
a single GPU. GPU

Simsearch 40 # simultaneous similarity 
search. CPU

How does the number of 
simultaneous users 

accessing the application 
impact on the user 

response time?

How do the Extraction 
and Similarity Search 

thread pool 
configurations impact the 

user response time?

What is the software 
configuration that 

minimizes the user 
response time?

Research 
Questions

Main performance metric: user response time
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Large scale 
experimental 
evaluations

  42 nodes

Validation with a Large-scale Real-life Application: Pl@ntNet
Pl@ntNet Identification Engine
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Bayesian 
Optimization 

Extra Trees regressor

What is the software configuration that minimizes the user response time?

serves 35% more simultaneous users

reduces the user response time by 7%

preliminary optimum

Phase I
Define 

Optimization 
Problem

Thread pool baseline preliminary optimum

HTTP 40 54

Download 40 54

Extract 7 7

Simsearch 40 53

User response time (sec) 2.65 2.48

Phase II
Parallel, Scalable, 

Reproducible
Workflow 

Optimization

Phase III
Summary of 

Computations
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How do the Extraction and Similarity Search thread pool configurations 
impact the user response time?

Sensitivity Analysis: One-at-a-time (OAT) method

Extraction Similarity Search

Thread pool baseline preliminary optimum refined optimum

HTTP 40 54 54

Download 40 54 54

Extract 7 7 [5, 6, 8, 9] 6

Simsearch 40 53 [50, 51, 52, 54, 55, 56] 53

User response time (sec) 2.65 (±0.0914) 2.48 (±0.0912) 2.47 (±0.0826)

reduces the GPU 
memory usage by 12%

refined 
optimum

serves 35% more 
simultaneous users

reduces the user response 
time by 7%

preliminary optimum

refined optimum

preliminary 
optimum

preliminary 
optimum
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How does the number of simultaneous users accessing the application 
impact on the user response time?

Thread 
pool

baseline preliminary 
optimum

refined 
optimum

HTTP 40 54 54

Download 40 54 54

Extract 7 7 6

Simsearch 40 53 53

reduces the GPU 
memory usage by 12%

serves 35% more 
simultaneous users

reduces the user response 
time by 7%

refined optimum

“Over 3-4 seconds more than 60% of users 
abandon the transaction and may even 

delete the application”



Main takeaways
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The Pl@ntNet configuration found using our methodology 
serves 35% more simultaneous users 

and reduces the user response time by 7% 
compared to the baseline.

Our methodology has proved useful for understanding and improving the 
performance of a real life application used at very large-scale.



Feedback to G5K staff: availability of GPU nodes was the main limitation
Site Cluster # Nodes GPU # GPUs RAM NIC

Lille chifflet 8 Nvidia GTX 1080 Ti 2 11GB eth0/eno1, eth1/eno2

Lille chifflot 6
2

[1-6] Nvidia Tesla P100
[7-8] Nvidia Tesla V100-PCIE

2
2

16GB
32GB

eth0/ens5f0, eth1/ens5f1

Lyon gemini 2 Nvidia Tesla V100-SXM2 8 32GB eth0/enp1s0f0

Lyon orion 4 Nvidia Tesla M2075 1 5GB eth0/enp68s0f0

Lyon neowise 10 AMD Radeon Instinct MI50 8 32GB eth0/eno1, eth1/eno2

Grenoble drac 12 Nvidia Tesla P100 (CPU=Power POWER8NVL 1.0) 4 16GB eth0/enP1p1s0f0

Nancy grouille 2 Nvidia A100-PCIE 2 40GB eth2/eno33

Nancy gruss 4 Nvidia A40 2 45GB eth2/eno33

Nancy graffiti 12
1

[1-12] Nvidia RTX 2080 Ti
[13] Nvidia Quadro RTX 6000

4
4

11 GB
22 GB

eth2/ens4f0

Nancy graphique 5 Nvidia GTX 980 2 4GB eth0/eno1

Nancy grele 14 Nvidia GTX 1080 Ti 2 11GB eth0/eno1

Nancy grimani 6 Nvidia Tesla K40M 2 12GB eth0/eno1

Nancy grue 5 Nvidia Tesla T4 4 15GB eth0/eno1

Source (October 1st 2020 / December 2nd, 2021): https://www.grid5000.fr/w/HardwarePl@ntNet requires ~27GB of GPU RAM
22

https://www.grid5000.fr/w/Hardware


Ongoing work: from IoT/Edge to Cloud/HPC environments
Large-scale testbeds

Cluster 1

deployments

...
...

Cluster 1 Cluster N

Cluster N
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CHI@Edge
...

Cluster 1 Cluster N

E2Clab

IoT

Edge/Fog

Cloud/HPC

work in 
progress

supporting 
FIT IoT-LAB 

+ 
CHI@Edge



Provenance capture for Edge-to-Cloud experiments as a support to the analysis and 
debugging of experiment results

Goal: understand how experiment results have been produced

● What parameters produced these results?
● What steps did I invoke during workflow execution?

In collaboration with:

● Marta Mattoso (Federal University of Rio de Janeiro, Brazil)
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Ongoing work: Provenance capture in E2Clab



Ongoing work: Provenance capture
Large-scale testbeds

Cluster 1

deployments

...
...

Cluster 1 Cluster N

Cluster N

Komadu,
DfAnalyzer,

among others.

Cloud-like 
computing resources

?Edge-like 
computing resources
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CHI@Edge

...

Cluster 1 Cluster N

E2Clab

How do the existing provenance 
systems perform in 

resource-constrained environments?

How to minimize the provenance 
capture overhead in IoT/Edge 

environments?



Final Considerations
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● Access to the experiment artifacts, results, and definition of the experimental environment
○ https://gitlab.inria.fr/E2Clab/Paper-Artifacts/plantnet 

● E2Clab is open source! https://gitlab.inria.fr/E2Clab/e2clab  
● Documentation: https://e2clab.gitlabpages.inria.fr/e2clab/ 

Reproducible 
Research

● Inria
○ Matthieu Simonin, Alexandru Costan, Gabriel Antoniu, Patrick Valduriez

● Hasso-Plattner-Institut
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○ Jean-Christophe Lombardo, Alexis Joly

● Argonne National Laboratory
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